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Abstract

Recent advances in agricultural biotechnology have produced many new crop varieties with valuable transgenic traits. These varieties are being, and will continue to be, marketed alongside conventional non-transgenic varieties. As a result, seed purity in commercial seed lots is of particular importance to both seed consumers and seed producers. A key step in the seed production process is the design of sampling and testing procedures used to evaluate seed lot purity. However, due to uncertainties in such methods, there is always a risk of incorrectly rejecting or accepting a seed lot. This paper discusses factors that should be considered when designing and implementing seed purity testing procedures to manage this misclassification risk – especially with regard to the presence or absence of transgenic traits. Many sources of uncertainty in both seed lot sampling and in the assay methods are described, and recommendations for reducing their impact are provided. This paper also explains the statistical concepts of misclassification risk as it affects seed producers and seed consumers. Sampling plans and formulas for determining the sample sizes necessary to control these misclassification errors when accepting or rejecting seed lots are also provided. Both simple, single-stage testing plans and the, often more efficient, double-stage testing plans are described. Testing seed pools rather than individual seeds is introduced as another way of adding efficiency to the testing process. Formulas are given for determining, from a seed sample, the confidence limits for the actual purity level of a commercial lot.
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Introduction

A key step in the seed production process is to determine if a seed lot meets minimum purity requirements with respect to various criteria. In the past, such properties as percentage germination, noxious weeds and inert matter have been evaluated. In the present and future, more seed varieties containing transgenic traits, such as Roundup Ready Soybeans®, will be marketed alongside conventional seed varieties. Because of this development, genetic and conventional seed purity, as it relates to the presence and absence of transgenic traits, is being added to the list of properties to be measured. This paper focuses largely on testing to confirm the absence of transgenic traits in conventional lots; however, the methods described can be adapted for other applications, including testing for the presence of conventional or off-type transgenic seeds in a transgenic seed lot.

Seed testing labs have used tolerance tables, such as those published by the Association of Official Seed Analysts (AOSA, 1998) and International Seed Testing Association (ISTA, 1999), to compare estimated seed lot purity levels to labelled purity claims (e.g. 90% germination claim). The methods presented in this paper generalize this AOSA and ISTA approach to include incorporation of assay errors, seed pooling, risk and cost management, and multiple-stage testing. The methods in this paper can be used to satisfy the very high expectations for genetic trait purity in transgenic and conventional seed varieties testing.

This paper discusses testing methods that can be used to estimate genetic purity of a seed lot as well as to set accept/reject criteria based on a given threshold. Statistical considerations that are needed to design and carry out reasonable sampling and testing plans are also discussed. While the focus is on transgenic trait purity, these methods also have application to purity testing for other types of traits. It
is not the purpose of this paper to provide testing plan recommendations for specific seed testing applications, but examples for illustrative purposes; nor are specific economic or business issues associated with transgenic seed testing discussed.

This paper is organized as follows. The first section presents the general concept of seed lot acceptance sampling; this section also discusses seed lot acceptance decisions in the presence of sampling uncertainty and the associated risks of making inappropriate decisions. The second section introduces protein and DNA assay methods used to measure the presence of transgenic traits and statistical implications of using each of these assays. This is followed, in the third section, by a discussion of different types of testing plans and the impact of assay system error rates on these testing plans. The fourth section contains a discussion of seed lot testing plans designed for classifying a lot (i.e. accept or reject the lot) versus estimating the purity level of the lot. The key sampling and testing plan assumptions are enumerated in the fifth section, which also contains a spreadsheet application example illustrating the use of these methods in designing seed testing plans. Finally, the Appendix includes the statistical formulas used in the calculations for seed purity statistical tests.

Seed lot testing uncertainty and the associated risks

Figure 1 is a simple illustration of a seed lot sampling and testing plan. A sample of seeds is taken from a lot. The seeds are tested individually or in seed pools using an appropriate protein or DNA assay. If the number of deviant seeds or seed pools (e.g. those containing an undesirable genetic trait) exceeds a cut-off point \( c \), then the lot is rejected; otherwise, the lot is accepted. The decision to accept or reject the seed lot is based entirely on results obtained from assays of traits in the seed sample. If the purity in the sample is not representative of the lot bulk characteristics, or the assay system has a high error rate that is left unaccounted for, then the lot will have a greater than expected chance of being misclassified. Even under ideal conditions, there will always be risks of accepting impure lots or rejecting adequately pure lots. The only way to avoid these risks entirely is to test all of the seeds in the lot with an error free and non-destructive assay system. This is rarely possible and almost never practical. Since these risks cannot be eliminated, the alternative goal is to maintain the risks at acceptable levels. This can be accomplished in part by choosing an appropriate sampling and testing plan.

Three primary contributions to the risks mentioned above are given by random sampling effects, non-random seed lot sampling effects and assay system uncertainty. Seed testing plans discussed here are based on the assumption that the seeds tested are a simple random sample from the entire seed lot. Uncertainty resulting from testing such a random sample will always be present, but can be modelled well with a binomial probability distribution; this distribution is incorporated into the statistical testing procedures described in this paper. When the seeds tested are not truly from a random sample, the risk of making an incorrect decision is increased due to non-random sampling. Finally, assay system uncertainty affects the ability to correctly classify a seed (or seed pool) as being pure or impure; when assay system error rates are known and small, they can be effectively accounted for in a statistical testing procedure.

The objective of this section is to help the reader gain an appreciation for these sources of uncertainty and their associated risks. A second objective is to provide direction to minimize these sources of uncertainty in the planning stages of seed lot sampling schemes.

For the purpose of discussing these contributions to risk, the distinction between seed ‘sampling’ and ‘testing’ plans is described here. In the context of this paper, the seed sampling plan is the physical procedure that is followed to take seed samples from a lot. The number of seeds tested, reject/accept criteria, sample preparation steps and method used for testing are all elements of the testing plan.

Random sampling uncertainty

This section discusses the management of random sampling uncertainty, which is inherent when sampling any seed lot, by incorporating this uncertainty into appropriate statistical testing procedures. A key objective is to design a testing plan...
that has satisfactory risk levels in the presence of both random sampling and assay system uncertainty. Here the focus is on the management of random sampling uncertainty. Assay system uncertainty, and how to incorporate such uncertainty into a testing plan, are addressed in later sections of this paper.

A basic seed lot testing plan has two key parameters: (1) the number of individual seeds (or seed pools) to sample and test; and (2) the maximum number of deviant or unacceptable seeds or seed pools that can be tolerated in the sample before the seed lot is rejected. For example, one may choose to test 400 individual seeds from a lot and reject the lot if more than four deviant seeds are observed. How good is this testing plan? This question cannot be answered until there is a definition of what is meant by ‘good’ and ‘bad’. The following definitions, based on standard acceptance sampling terminology in statistical quality control literature (e.g. Montgomery,1997) are needed to accomplish this:

• Lower quality limit (LQL): the lowest level of purity in the seed lot that is considered acceptable to the consumer. This could be the minimum level of purity that needs to be defended statistically, legally, etc. If the seed lot is accepted, the lot can be labelled as having a level of purity at or above this LQL with a high degree of confidence. The LQL is often called the purity (or impurity) threshold.

• Acceptable quality level (AQL): the lowest level of purity in a seed lot that current production practices can support. Seed producers want to have a high probability of accepting lots with purity levels at this level or greater.

• Producer’s risk: the chance of rejecting a seed lot that has actual purity at the AQL. Simply stated, this is the probability of rejecting a nearly ‘pure’ seed lot.

• Consumer’s risk: the chance of accepting a seed lot that has actual purity at the LQL. This is simply the probability of accepting an ‘impure’ seed lot.

In practice, appropriate values for the LQL and AQL are not always obvious. Ideally, the consumer may prefer complete purity (i.e. LQL = AQL = 100%), a goal that will generally not be achievable due to practical limitations. Instead, the LQL should be set at the lowest level of purity that the consumer is willing to accept; government regulatory agencies may provide guidelines about appropriate LQL levels. The AQL should be set at a level that current production practices can support and may be based on estimated impurity levels in previous lots. To design a reasonable testing plan in terms of both consumer’s and producer’s risks, the AQL purity level must be larger than the LQL purity level; otherwise it will be difficult, if not impossible, to produce seed that is pure enough to meet the consumer’s expectations.

It is important to design a testing plan that minimizes both the consumer’s risk and the producer’s risk at practical levels of the AQL and LQL. For example, suppose the AQL and LQL are set at 99.5% and 99.0%, respectively (or stated analogously in terms of impurity, at 0.5% and 1.0%, respectively). One may require a testing plan to reject at least 95% of the seed lots with purity levels at or below the 99% LQL (i.e. 5% consumer’s risk) and accept at least 90% of the seed lots with purity of 99.5% or greater (i.e. 10% producer’s risk). This is one example of criteria that are used to establish testing plans; in practice the criteria will vary given the different objectives that exist for seed lot acceptance sampling. As illustrated here, the AQL and LQL can be discussed both in terms of purity and impurity levels. Statistical quality control literature tends to focus on the percent defects or, in this case, impurity. In this paper, examples using both metrics will be provided.

A graphical tool used to evaluate testing plans against established criteria is called an operating characteristic (OC) curve. Figure 2 shows an example of an OC curve for one possible testing plan (solid curve). The true impurity in a seed lot is plotted on the horizontal axis, while the probability of accepting the seed lot is plotted on the vertical axis. The solid curve then shows the probability that a proposed testing plan will result in acceptance of a lot at each specified level of lot impurity. The testing plan associated with the curve in Fig. 2 is desirable. It has a high probability of accepting a lot that has impurity at the AQL (i.e. a producer’s risk of only 5%) and a low probability of accepting a lot at the LQL (a consumer’s risk of only 5%). The ideal OC curve (thick dashed line), which would be achieved only if the entire lot of seed was tested, is also plotted as a comparison to the proposed testing plan curve. This ideal OC curve gives a 0% chance of rejecting a lot with true impurity less than the LQL and a 100% chance of rejecting a lot with true impurity greater than the LQL.

Acceptance sampling concepts are further introduced here using examples. In these examples, an assumption is made that the assay system can distinguish perfectly between deviant and non-deviant seeds (i.e. assay system error rates are zero). A later section will discuss how non-zero assay error rates can be incorporated into a testing plan. Producer’s and consumer’s risk probabilities are calculated based on binomial distribution probabilities, and the formulas used in the calculations are provided in the Appendix. The binomial distribution provides very reasonable estimates of these probabilities as long as the sample taken from a lot is no larger than 10% of the lot population (Montgomery, 1997). Therefore, the statistical methods described in
this paper can be used regardless of how small the seed lot size is, as long as this condition is met. If this condition is not met, analogous (albeit tedious) calculations, using the hypergeometric distribution, can be substituted for the binomial (Montgomery, 1997).

Suppose that a proposed testing plan is to sample and test 400 individual seeds from a lot and reject the lot if more than 1% of the seeds (i.e. more than four seeds) in the sample are deviant. The AQL and LQL are set at 0.5% and 1% impurity (or 99.5% and 99% purity), respectively. The OC curve for the testing plan in this example is plotted as a dashed curve in Fig. 3. This curve shows that this testing plan would have a consumer’s risk of 63%; that is, seed lots with 1% impurity will be accepted 63% of the time. Even lots with 1.5% impurity will be wrongly accepted 28% of the time. On the other hand, this testing plan has a producer’s risk of 5%; that is, seed lots with 0.5% impurity will be rejected only 5% of the time. While this testing plan is reasonable in terms of producer’s risk, it is obviously very poor in terms of the consumer’s risk. If this testing plan is modified to reject seed lots that have more than 1 deviant seed in the sample, then a curve is obtained that has a relatively low consumer’s risk but a high producer’s risk (60% producer’s risk; see Fig. 3, thin solid curve). By increasing the number of seeds tested to 3000 individual seeds and the number of permitted deviants to 21, a curve can be obtained with both a low producer’s and a low consumer’s risk (Fig. 3, thick solid curve). Table 1 demonstrates how the producer’s and consumer’s risks are reduced as the number of seeds tested and number of deviant seeds permitted are increased with an LQL of 1% impurity and an AQL of 0.5% impurity.

In many seed testing situations, the number of tested seeds required to minimize producer’s and consumer’s risks may be impractical given the available testing resources. For example, testing 3000 individual seeds is required in the previous example to achieve 5% consumer’s risk and 5% producer’s risk (Fig. 3 and Table 1). This may be practical in some testing situations, for example when examining seeds visually for noxious weed seed contamination. However, when expensive genetic assays are required, the cost of testing 3000 individual seeds per lot is not currently a practical option. This paper describes how seed pool testing may reduce the amount of seed testing resources needed, while maintaining sufficiently low error rates.

It is sometimes advocated that all genetic purity test plans should result in rejecting lots when a single deviant seed is found in the sample (i.e. $c = 0$). Pressure to use such plans stems from the belief that detecting even a single deviant in a sample tells the consumer that the lot is impure. One should not, it is argued, accept a known impure lot. A few words of caution regarding the implementation of such zero-tolerance testing plans are necessary. First, these testing plans are usually associated with very high producer’s risks. Figure 4 illustrates this point for a
A testing plan designed to classify a seed lot at a 1% LQL impurity threshold. In this example, 400 individual seeds are to be tested at an AQL of 0.5% and a LQL of 1.0%, with no allowable deviants accepted. The consumer’s risk for this zero deviant testing plan is low (i.e. seed lots with 1% impurity will be accepted 2% of the time). However, the producer’s risk for this testing plan is extremely high (i.e. 87% of the seed lots at 0.5% impurity would be rejected). The AQL would need to be changed from 0.5% to 0.01% impurity in order to reduce the producer’s risk to 4%. In other words, seed production practices would have to be in place to achieve seed purity in the range of 99.99% or higher, a level that would be extremely difficult (perhaps impossible) and very expensive to achieve for many crops. There may be occasions where zero deviant testing plans may be appropriate; however, the associated producer’s risk should be considered along with the consumer’s risk to determine if such a testing plan is reasonable. Secondly, there is a misconception that if there are zero deviants found in the test results, then there are zero deviants in the whole lot under consideration. The only way to conclude that there are zero deviants in a seed lot is if every single seed in the entire lot is tested as a non-deviant. This would require a non-destructive test that is practical to implement on every seed in the lot.

**Non-random sampling uncertainty**

The Association of Official Seed Analysts (AOSA, 1998) indicates that no matter how accurate a seed testing procedure may be, it is only as good as the
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**Figure 3.** Operating characteristic curves for three different seed lot testing plans with varying producer’s and consumer’s risks.

**Table 1.** Consumer’s and producer’s risks as the number of tested seeds increase. The number of deviant seeds for the rejection criterion is kept roughly proportional to the number of seeds tested.

<table>
<thead>
<tr>
<th>Number of seeds tested</th>
<th>Reject lot if deviants exceed (c)</th>
<th>Producer’s risk (%)</th>
<th>Consumer’s risk (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>1</td>
<td>26</td>
<td>40</td>
</tr>
<tr>
<td>400</td>
<td>2</td>
<td>32</td>
<td>24</td>
</tr>
<tr>
<td>800</td>
<td>5</td>
<td>21</td>
<td>19</td>
</tr>
<tr>
<td>1600</td>
<td>11</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>3000</td>
<td>21</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

---

n = 400, c = 1

Large (n = 3000, c = 21)

n = 400, c = 4
sample taken from the lot. For this reason, it is critical that seed samples are taken that collectively represent bulk seed lot characteristics. Unfortunately, ‘representative’ is a somewhat vague and non-statistical term. This section describes sampling methods that can be used to obtain a ‘representative’ sample in a statistical sense.

A sample that has the same proportion of deviants as the lot would certainly be representative of the lot. However, in general, the percentage of deviant seeds in a sample will differ from the actual lot impurity due to random sampling variability. In order to correctly determine the values of consumer’s and producer’s risk discussed in the previous section, there is a need to describe the variability associated with a given number of deviant seeds in a sample in addition to how close the sample ‘impurity’ is expected to be to the lot impurity. The previous section discusses statistical methods for incorporating this random sampling variability into sampling and testing plans. This section describes methods to obtain a sample that has ‘expected’ impurity equal to the impurity in the lot, even though the ‘actual’ impurity of the sample will likely not be equal to the lot impurity.

A purely representative sample is defined as one that was selected using the method of simple random sampling from the bulk seed lot. Simple random sampling implies that each seed in the lot has both an equal and an independent chance of being included in the sample. Consider the following example. Suppose a single scoop of 2000 seeds is taken from some random position in the seed lot. Such a sample would be a random sample since every seed in the lot has the same chance of winding up in the scoop; however, it is not a simple random sample since the seeds are not independently chosen into the sample. A seed from the north end of the lot could never be in the same sample as one from the south end. If deviant seeds tended to be found close together in the lot, such a sample would either have no deviant seeds or a very large proportion of deviant seeds. Such large sample-to-sample variation (i.e. 0% or 100% sample purity) would be much different than that described by the binomial distribution under simple random sampling.

The statistical methods used in seed testing (see the Appendix) and the associated inferences are based on the assumption of simple random sampling from a seed lot. If such sampling were possible, the binomial probability model would always be valid even if the seed lot was heterogeneous. To obtain a simple random sample of seeds, however, each individual seed in the lot might need to be indexed and
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**Figure 4.** Operating characteristic curve for a zero-deviant testing plan. The curve shows that this type of testing plan generally has a high producer’s risk (acceptable quality level = 0.5% and lower quality level = 1.0%).
Statistical considerations in seed purity testing

The extent to which the sampling methodology deviates from simple random sampling and invalidates the probability models used is precisely the effect that is called non-random sampling error. Sampling methods that minimize the effect of non-random sampling will now be given.

Given that simple random samples are impractical, there are practical ways to reduce non-random sampling error. For example, in the previous ‘one-scoop’ example, if the seed lot were thoroughly mixed prior to sampling, then the lot would be completely homogeneous and the scoop would contain a simple random sample. Unfortunately, nature does not generally provide homogeneous seed lots, and mixing large lots is not always easy or practical. It might, however, be reasonable to obtain lots that have moderate degrees of homogeneity. A reduction in the heterogeneity of the bulk seed lot will reduce the impact of non-random sampling. It should be noted that highly heterogeneous lots are problematic for other reasons as well, and a single purity value should be interpreted with caution if the lot is not known to be homogeneous.

In general, sample selection methods can be used that mimic the characteristics of a simple random sample as closely as possible, although the particular method used will depend on when the seed samples are taken during the production process. For example, a seed sample would be collected differently if seeds were obtained in the field versus in a railway wagon versus in a grain silo. The sample selection plan is chosen based on the spatial arrangement of the seeds and their accessibility. Two sample selection methods that will cover many seed testing situations are discussed next.

Probe sampling can be used if seeds are in a large open container such as a truck or a railway wagon. The probe sampling scheme is somewhat related to stratified and cluster sampling schemes (Cochran, 1977) which are commonly used in statistical sampling plans. The surface of the seed container is divided into an invisible grid of squares, and a probe is used to take samples within each grid square. The probe will recover seeds from several depths in the seed bulk. It is important to note that the number of sampling points in a grid should be chosen so that all phases anticipated in the seed lot may be represented in the sample. In stratified sampling, the seed lot is divided into subunits called strata. This subunit division should be made along boundaries that separate known phases in the seed lot. In practice it is difficult to know where these phase boundaries are located, or if they even exist at all. For this reason a probe sampling plan is advised.

A systematic sampling scheme can be used to sample large ‘closed’ containers such as a cargo hold on a ship or a silo. This type of a sampling container does not fit easily into a grid format. However, a continuous seed flow that is generated as the container is filled or emptied can be sampled. For example, the continuous seed flow may be sampled every 5 minutes as seeds are removed from a silo. A continuous dribble sample may also be taken from the continuous flow. As with the probe sampling scheme, the total number of samples taken should be dependent on the number of expected phases in the seed lot. If there are several phases in the seeds (i.e. much spatial heterogeneity), then more samples should be taken than in the case where the seed lot is judged to have few phase changes (homogeneous seeds). To obtain more detailed instructions on sampling techniques, see United States Department of Agriculture (USDA, Grain Inspection, Packers and Stockyards Administration, 1995a, b) and International Seed Testing Association (ISTA, 1999) publications.

Usually the goal of seed purity testing is to assess the overall quality of seed lot bulk characteristics. In this situation, seed samples collected (regardless of the sampling scheme) can be mixed together in a composite sample. This composite sample should be thoroughly mixed. Individual seeds or seed pools are taken from this composite sample for testing using an appropriate assay method.

Finally, if the goal of the seed purity testing is to assess how evenly distributed the seed quality is across the lot, or to test for areas with higher levels of impurity or uneven distribution of a particular trait in the seed lot, then mixing the seed samples is inappropriate. Methods for such within-lot homogeneity analyses are not discussed in this paper.

**Assay system uncertainty**

The previous two sections were concerned with seed testing uncertainty due to random and non-random sampling effects. Seed testing uncertainty is also affected by errors that occur during the process of assaying seeds for the desired purity attribute. The assaying system includes all of the sample preparation steps as well as the physical testing of seeds using laboratory instruments or bioassay methods. This section will discuss the uncertainty associated with assay systems.

There are usually multiple steps taken to prepare seed samples for testing. At many of these steps, there is the possibility of mislabeling, cross-contaminating or mishandling the sample. This is particularly true for testing pools of seeds rather than individuals. Many of the testing methods for DNA and protein require that the seed samples be ground into flour. In the case of large seed pool samples, the seeds must be ground appropriately to provide a flour particle size
that consistently generates a homogeneous mixture for seed testing to avoid introducing assay system errors. There is also the possibility that dust from flour in a sample may mix with the seed or flour from another sample and contribute to assay system errors.

The laboratory method that is used to test prepared seed samples will also introduce some level of uncertainty to the test results. The laboratory method has limits to its sensitivity and specificity, and steps should be taken to understand the limits of the testing method. Again, this is particularly important for large seed pool samples where the impurity characteristic could be found at trace levels.

All of these sources of assay system uncertainty are revealed in one of the following two types of error rates:

- **False-positive rate**: this is the likelihood of a seed or seed pool testing positive for an impurity characteristic when in reality it is negative. One hundred percent minus the false-positive rate is often called the specificity of the assay.
- **False-negative rate**: this is the likelihood of a seed or seed pool testing negative for an impurity characteristic when in reality it is positive. One hundred percent minus the false-negative rate is often called sensitivity of the assay.

All of the steps in an assay system have an effect on both of these error rates. In many cases, the false-positive rate can be dealt with effectively by simply re-testing an independent aliquot of the sample to confirm a positive result. For example, if the false-positive rate for the assay system was 5% (quite high), an automatic retest of positive results from an independent aliquot of the sample could reduce this false-positive error rate to 0.25% (i.e. 0.05 × 0.05 = 0.0025). In the context of testing for transgenic traits, this large reduction in the false-positive rate may not be realized if adequate measures are not taken to clean seed grinders thoroughly between seed samples, since residual traces of transgenic traits may remain in the grinder from previous positive samples.

Evaluation of the false-positive and false-negative rates should be carried out before seed lot testing begins. Several factors can influence assay error rates. Different seed pool sizes need to be evaluated to determine how large the pool size can be and still have an acceptably low false-negative rate for a given assay. The false-positive rate and the false-negative rate will both contribute to the calculation of the producer’s and consumer’s risks, so it is very important that they are negligibly low (e.g. 1%). Testing plans can be designed to account for negligibly low known error rates. While such adjustments will allow valid sampling plans to be developed, they will not remove the loss in statistical power due to assay errors (i.e. having assay errors is effectively the same as having a smaller, less informative sample of seeds). Compensating for such errors may require prohibitively large seed samples.

### Assay types and statistical implications

Several diagnostic methods have been developed to detect specific transgenic events (e.g. Monsanto’s Yieldgard® event) or specific genes encoding transgenic traits (e.g. insect resistance) in seeds. In general, these assay methods fall into two categories. The first category includes methods that detect a specified protein or DNA target directly and attach a signal. Amplification of that signal enables detection of the protein target. The second class of assays requires amplification of a specific target first, with subsequent direct or indirect detection of the final product. The robustness and reproducibility of the diagnostic method used in seed testing is an important consideration when designing an appropriate testing plan. If the diagnostic assay has not been demonstrated to be accurate, estimates on seed lot purity may not be achieved. By understanding how diagnostic tests work, one can minimize false-positive and false-negative test results that may occur when testing pools of seed.

The three most widely used diagnostic tests for determining the presence or absence of specific genetic traits in seeds are enzyme-linked immunosorbent assays (ELISA) (Mason, 1992), lateral flow immunoassays (Hermanson et al., 1992) and polymerase chain reaction (PCR) (Innis et al., 1990). The first two assays detect proteins that confer a specific transgenic trait (e.g. insect resistance) and are examples of signal amplification methods. PCR is a DNA-based method and can be designed to detect either a unique event (e.g. Yieldgard®), specific genes conferring transgenic traits (e.g. an insect resistance gene) or specific genetic elements present in a transgenic crop (e.g. 35S promoter). PCR is an example of a method that involves target amplification.

ELISA assays and lateral flow immunoassays each require the development and use of specific antibodies or ‘sticky fingers’ that enable detection of a protein target derived from the insertion of a gene encoding a particular transgenic trait. A portion of the antibodies used in either the ELISA or the lateral flow immunoassay are designed to bind to the unique protein target. Attached to these antibodies are signals that can be amplified through a variety of chemical techniques. This amplified signal can then be easily detected if the specific protein is present above a certain threshold or level of detection (LOD). In the case of the ELISA assay, the amplified signal is generated in a liquid (typically in a 96-well plate
format) and can be measured against a known protein standard included in the assay so as to determine the relevant amount of target protein present in the sample. For the lateral flow immunoassays similar ‘sticky fingers’ antibodies are used in the test but the entire assay, including the signal amplification, takes place on a solid support – a special strip of paper. Using the lateral flow immunoassays one can easily obtain qualitative results (or, in other words, determine whether a particular protein target is present or not) if the protein is present above a defined threshold or LOD. Semi-quantitative results can be achieved by comparing lateral flow immunoassays to known protein standards in controlled testing.

The sensitivity of both the ELISA assay and the lateral flow immunoassays is limited by the quantity of protein in a sample, the quality of the protein extracted from the seed, the specificity of the antibodies used and the type of signal amplification chemistry employed. False-positive results are generally due to antibodies that are too ‘sticky’; therefore, they are not specific enough. False-negative results can be generated as a result of antibodies not being ‘sticky’ enough, when low amounts of the specific protein target are expressed in a sample, inhibitors to the binding of antibodies are present in the protein extract, and reagents fail during protein extraction or signal amplification steps (Mason, 1992). For both types of protein assays, the level of sensitivity would need to be determined based on the size of the pool of seeds as well as the type of seed.

PCR assays require the development and use of a pair of specific, small pieces of DNA (primers) or DNA ‘parentheses’. These primers demarcate a DNA sequence that is the specific target to be amplified. Only the DNA target surrounded by the ‘parentheses’ should be specifically amplified. Once the DNA target is amplified and enough copies of that target are generated, it can be detected by a variety of techniques. The target can be extremely specific, for example to the Yieldgard® corn event, by choosing DNA primers that amplify the junction regions between the inserted DNA and the endogenous plant DNA. A more generic PCR assay may be developed by choosing to amplify a specific gene in corn, such as a gene that would confer insect resistance, that is shared by many corn events, such as Monsanto’s and Novartis’ insect resistance corn products. PCR can provide both qualitative and quantitative results, depending on the type of analysis performed. PCR with an end-point determination of the final amplified product can provide qualitative information, while monitoring the accumulation of PCR product during the amplification process, or ‘real time’ monitoring, yields quantitative results when compared to known DNA standards. PCR is an extremely sensitive technique, as the amount of target amplification that could occur in a PCR reaction is theoretically unlimited. Up to 1 billion-fold amplification or higher can be achieved. Methods, like PCR, that utilize target amplification can be coupled with detection methods that utilize signal amplification to increase sensitivity over non-signal amplification detection methods. Despite the high level of sensitivity attributed to PCR, the optimal seed pool size would need to be determined for every assay in order to ensure that the assay can perform reliably in the seed testing plan.

False-positive PCR results can be attributed to non-specific DNA ‘parentheses’ and therefore amplification of the wrong or multiple targets; or contamination of a sample with low levels of the DNA target from other sources (Innis et al., 1990). For example, conventional corn kernels could be exposed to grain dust or plant residue from transgenic plants. Even DNA targets previously amplified by PCR tests on prior samples can float on dust in the laboratory and potentially taint new samples, thereby generating false-positive results. False-negative results in PCR tests can be due to poor quality or degraded DNA, the presence of PCR inhibitors from DNA extracted from plant or seed material, incomplete target amplification, reagent failure during subsequent DNA extraction and/or target amplification steps, and from reaction conditions that are insufficiently stringent. False-negative results due to a low quantity of DNA target alone are not likely since PCR amplification can usually overcome this problem. However, excessive amounts of total, non-target DNA included in a PCR reaction can cause inhibition, resulting in poor amplification of low-abundance target DNA templates.

Accurate diagnostic tests for seeds are important in developing an appropriate seed testing plan. With knowledge of how to control diagnostic assay performance, the assay error rate can be minimized for ELISA, lateral flow immunoassays and PCR. When the assay error rate has been determined for a particular diagnostic test, this information should be included in the overall statistical calculation to ensure realistic estimates of producer’s and consumer’s risks are obtained for a given testing plan.

Testing plan selection

Several options exist for designing a seed lot testing plan that considers the testing objective as well as budget and time resources. Key inputs such as the LQL, AQL and known assay system error rates must be available to design a realistic testing plan with respect to consumer’s and producer’s risks. This section presents some options for the design of testing
The use of seed pools and double-stage testing plans are presented as options to reduce the time and cost of testing in some situations. The impact of false-positive and false-negative rates on testing plan results is also discussed in this section.

**Testing seed pools**

Seed testing can be expensive. For example, testing 400 individual seeds for the presence or absence of a transgenic event or trait can be labour intensive, and it requires a considerable amount of reagents. Often, resources can be saved by testing pools of seeds rather than individual seeds. For example, 400 individual seeds can be divided into 40 seed pools of 10 seeds each. Each seed pool can be ground into a homogeneous mix of flour, which is tested for the transgenic trait rather than testing each individual seed. This is a tenfold reduction in the cost and number of assays needed. Figure 5 shows that, with a rejection criteria of greater than or equal to four seeds or seed pools, testing plan properties are very similar for both the individual seed testing plan and the seed pool testing plan described here (i.e. consumer’s and producer’s risks will essentially be the same).

Due to the qualitative nature of most high-throughput protein and DNA assay test systems, seed pooling is most efficient when the absence of a particular event or trait is the ‘pure state’ and deviants show up as the impure presence in the pool. If the testing objective is to ensure that a particular transgenic trait is present at some high purity level (e.g. transgenic seed lot purity testing), then individual seeds may need to be tested. When testing seed pools, many currently available assay systems provide only qualitative results (i.e. absence versus presence), so that the number of seeds in a pool with a particular transgenic trait cannot be estimated. The qualitative assay is only able to determine if one or more seeds in the pool have the transgenic trait.

To reduce costs, it may seem advantageous to use testing plans with very large seed pools, thus requiring fewer assays to be run. These types of testing plans should be used with caution as they have the potential of a very high producer’s risk. In addition, these testing plans may have high assay system error rates, since a potential protein or DNA target will be diluted in large seed pools. These error rates can have a large impact on the consumer’s and producer’s risk (especially when only a few large pools are tested) and should be considered carefully along with potential testing plans prior to settling on a given pool size. Examples of how to incorporate assay system error rates into testing plans are provided later. Figure 6 shows an example of two testing plans that use seed pooling. One testing plan tests 60 seed pools, each comprised of 50 seeds, and tolerates up to 17 deviant pools; the other plan tests six seed pools, each comprised of 500 seeds, and tolerates up to five deviant pools. Both plans test a total of 3000 seeds. Both testing plans have an AQL at 0.5% impurity and a LQL at 1.0% impurity. The testing plan with pools of 50 seeds has a consumer’s risk at about 5% and a producer’s risk at about 10%.
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**Figure 5.** Virtually identical operating characteristic curves for an individual seed testing plan and a seed pool testing plan. Note that the total number of seeds tested remains the same.
The testing plan with pools of 500 seeds also has a consumer’s risk of about 5%, but the producer’s risk is high, at about 60%.

The testing plan with pools of 500 seeds in Fig. 6 may be a reasonable plan if the AQL is actually much lower (i.e. the AQL and LQL are further apart). In the previous example the AQL was one-half the LQL (LQL = 1% and AQL = 0.5%). If the AQL was one-tenth the LQL, then the large seed-pool plan may be reasonable in terms of the risks involved. If the AQL was 0.1%, the producer’s risk would be reduced from 60% to less than 1%. To change the AQL to this level, seed producers would need to be confident that the majority of production seed lots to be tested are at 0.1% impurity (99.9% pure) or better.

It is also important to note that a testing plan with large seed pools may appear to have non-intuitive rejection criteria. For example, the testing plan in Fig. 6 that is based on six pools of 500 seeds has a low consumer’s risk, even though it will result in the acceptance of seed lots when as many as five of the six seed pools are classified as deviant. While this rejection criterion may be initially unsettling to consumers, the reason why this testing plan will accept seed lots with so many deviant seed pools can be explained. If the impurity level in a lot is at the LQL (for example 1% impurity), it is expected that a pool of 500 seeds would have five deviant seeds on average and would thus be tested as deviant (one or more seeds have the impurity characteristic). This means that one would expect the majority of seed pools to test as deviant even when the true impurity in the lot is at, or slightly below, 1%, the LQL. The key information to make the decision that the seed lot impurity is below a 1% threshold is found in the single non-deviant seed pool rather than the five deviant seed pools. The probability of observing even a single non-deviant seed pool, given that the true lot impurity is 1%, is very small. This provides the strong evidence that the true lot impurity is below the 1% threshold.

**Single-stage and double-stage testing plans**

The number of stages that are conducted during seed lot testing can impact cost and other testing resources. A single-stage testing plan, as its name implies, has only one testing stage. This means that samples are taken from the lot, evaluated once, and a decision is made based on the results to accept or reject the seed lot. All of the testing plan examples that have been discussed in the previous sections have been single-stage testing plans.

In a single-stage testing plan, a specified number of individual seeds or seed pools are selected randomly from the sample, tested, and the number of deviant seeds or seed pools is observed. If the number of deviants detected exceeds the maximum number of deviants specified in the plan, then the lot is rejected. Otherwise, the seed lot is accepted.

A double-stage testing plan is somewhat more complicated than a single-stage testing plan, but may
result in a reduction of both cost and testing resources. A double-stage testing plan is generally set up so that fewer seeds are tested in the first stage than in the second stage. This is done to maximize the amount of sampling and testing resources that can potentially be saved. Initial test aliquots (i.e. subsamples of seeds) are taken from the sample and evaluated. Based on this evaluation, three different decisions can be made: (1) accept the lot; (2) reject the lot; or (3) take a second set of seed subsamples from the sample and retest. The test results from the first and second stages of testing are combined and used to determine whether the seed lot should be accepted or rejected.

Since three possible decisions can be made after the first stage of testing, and two after the second stage, there needs to be a different set of acceptance/rejection criteria than those used in single-stage testing plans. The first decision is based on the acceptance criterion of the first stage of sampling, which is given by \( c_3 \), the maximum number of deviants that result in acceptance of the seed lot after the first stage of testing without requiring the second stage of testing. The second decision is based on the rejection criterion, which is given by \( c_4 \), the number of deviants that, if exceeded in the first stage, will result in rejection of the seed lot. If the number of deviants after the first stage of sampling is greater than \( c_3 \) but does not exceed \( c_4 \), then a second stage set of samples is taken for evaluation. The third and final decision is then made based on the total number of deviants found in the first and second stages combined. If this total exceeds a threshold \( c_5 \) (\( c_5 \geq 3 \)), the seed lot is rejected. Otherwise the lot is accepted. For the two-stage plans described in many standard quality control texts (e.g. Montgomery, 1997), the first- and second-stage rejection thresholds are restricted to be equal (i.e. \( c_3 = c_4 \)). For the sake of consistency with these texts, this simplification is also used in this paper. The use of a single rejection threshold simplifies the testing plan and reduces the effort involved in finding and tabulating optimal two-stage plans. It should be noted, however, that improvements in efficiency can sometimes be achieved when \( c_5 \) is allowed to exceed \( c_4 \).

A double-stage testing plan is very cost effective if the majority of the seed lots to be tested are either at a very high or a very low level of genetic impurity relative to the AQL and LQL. The seed lots that fall in either of these two categories can generally be classified (accepted or rejected) in the first stage of testing, thus saving sampling resources and time. The only seed lots that would require the second stage of testing are those that are close to the threshold (i.e. seed lots that are close to or within the range between the AQL and LQL). On the other hand, if the majority of seed lots are expected to be close to the LQL or AQL, then a double-stage testing plan might require the retesting of most lots, which may not be cost effective. The expected cost of testing, EC, for a plan that requires a sample size of \( n_1 \) at the first stage and \( n_2 \) at the second stage might be modelled simply as:

\[
EC = Q_1 + n_1B_1 + P_{\text{retest}}(Q_2 + n_2B_2 + T)
\]

Here \( Q_1 \) and \( Q_2 \) are the fixed costs of conducting a seed test at the first and second stages, respectively. \( B_1 \) and \( B_2 \) are the testing costs per seed (or seed pool) for the two stages. \( P_{\text{retest}} \) is the probability of a retest, and \( T \) is the cost incurred by having to wait for a second set test to make a final decision about the seed lot. Often, but not always, \( Q_1 = Q_2 \) and \( B_1 = B_2 \). If the greatest costs are those per seed or seed pool tested (i.e. \( B_1 \) and \( B_2 \)), then the expected cost of a single-stage design will not usually exceed that of a single-stage design – even when \( P_{\text{retest}} \) is near 1. However, if each new test requires costly preparations (\( Q_1 \) and \( Q_2 \)), or if delays have financial consequences (\( T \)), then two-stage testing may be less efficient when the probability of retest is high.

Figure 7 shows an OC curve for a double-stage testing plan. The dashed curve in the figure gives the probability that a lot will need to be retested in a second stage of this testing plan, given the true lot impurity. This curve shows that lots that have true impurities less than 0.5% or greater than 3%, for example, can usually be classified in the first stage of the plan. The only seed lots that are likely to require further testing in a second stage would be those seed lots that are close to, or within, the range of 0.5–3% impurity. This testing plan would be very efficient if the seed lots to be tested are generally outside of this range.

Table 2 contains examples of five testing plans. The LQL and AQL for each testing plan are set at 1% and 0.5% impurity, respectively, for this example. The first, second and fifth testing plans are single-stage plans, and the third and fourth plans make use of double-stage testing.

The first testing plan involves testing 3000 seeds individually (i.e. pool size is equal to 1) and accepts seed lots if 21 or fewer seeds test as deviants. Although this type of a testing plan is economically unrealistic for most assays, it is used here as a baseline for comparison with the other four testing plans. The producer’s and consumer’s risks for this testing plan are both at 5% (i.e. 95% producer’s and consumer’s confidence in the decision).

The second testing plan in Table 2 is a single-stage plan with 60 seed pools of 50 seeds each. Here again, 3000 seeds are evaluated, but the number of assays is reduced from 3000 to 60. The consumer’s risk is still at 5% but the producer’s risk is 10%. Ten per cent of the time, seed lots with 0.5% impurity will be rejected using testing plan 2.
The third testing plan in Table 2 makes use of double-stage testing. Thirty seed pools of 50 seeds each are evaluated in the first stage of sampling. If five or fewer of these seed pools are deviants, then the seed lot is accepted and no more testing is needed. If more than 17 deviant pools are observed, then the lot is rejected after the first stage. If the number of detected deviant seed pools is from 6 to 17 in the first stage, then an additional 30 seed pools of 50 seeds each are evaluated. If the number of deviant seed pools from the first and second stages combined exceeds 17, then the lot is rejected; otherwise the lot is accepted after the second stage of testing. The producer’s and consumer’s risks for testing plan 3 are equivalent to those of the second testing plan (10% and 5%, respectively). However, with the third plan, 68% of the lots with impurity levels at 0.5% would need to be retested. This testing plan is very economical if most of the seed lots are in the range of less than 0.2% or greater than 3% true impurity (i.e. the retest rate is less than 6%). If this is the case, then most of the seed lots will be classified in the first stage, and half of the testing resources are saved for these lots. If most of the seed lots have impurity levels in the range 0.5–3.0%, then this testing plan would not provide a substantial savings of testing resources over the single-stage sampling plan.

The fourth testing plan in Table 2 tests 30 seed pools of 50 seeds each in the first stage and 60 seed pools of 50 seeds each in the second stage. A lot is accepted in the first stage if no more than six deviant pools are detected; a lot is rejected if more than 26 deviant pools are detected. This testing plan is very economical if most of the seed lots are in the range of less than 0.2% or greater than 3% true impurity (i.e. the retest rate is less than 6%). If this is the case, then most of the seed lots will be classified in the first stage, and half of the testing resources are saved for these lots. If most of the seed lots have impurity levels in the range 0.5–3.0%, then this testing plan would not provide a substantial savings of testing resources over the single-stage sampling plan.

Figure 7. Operating characteristic and retesting probability curve for a two-stage testing plan. Note that lots with true impurity below 0.5% or above 3% will rarely need to be retested in a second stage.

Table 2. Seed testing plan examples (LQL = 1%, AQL = 0.5%)

<table>
<thead>
<tr>
<th>Testing plan</th>
<th>Number of assays</th>
<th>Retest rate at AQL (0.5%) (%)</th>
<th>Retest rate at 0.1% impurity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3000</td>
<td>21</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>30 30</td>
<td>5 5</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>30 60</td>
<td>5 6</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>10 300</td>
<td>7</td>
<td>61**</td>
</tr>
</tbody>
</table>

*c₁ and c₂ are the acceptance/rejection criteria for the testing plan. If the number of deviants (seeds or seed pools) does not exceed c₁ after the first stage of sampling, then the lot is accepted. If the total number of deviants exceeds c₂ after the first or second stages, then the lot is rejected.

**This producer’s risk is reduced to 3% if the AQL = 0.2%, which would make this a reasonable testing plan.
deviants are detected in the first and second stages combined. This testing plan will accept about 50% of the seed lots with true impurity at 0.5% or less in the first stage. This testing plan has producer’s and consumer’s risks that are much closer to the baseline individual seed testing plan described in plan 1 (i.e. producer’s risk is 5% and consumer’s risk is 5%).

The fifth testing plan in Table 2 tests 10 pools of 300 seeds each in a single-stage plan and accepts a lot if seven or fewer deviants are found. This testing plan has a very reasonable consumer’s risk of 1%; however, the producer’s risk is 61%. This is due to the very large size of the seed pools tested compared to plans 2, 3 and 4. However, this testing plan could be reasonable if the AQL could be changed from 0.5% to 0.2%, in which case the producer’s risk is reduced from 61% to 3%.

There are other types of seed testing plans in addition to single- and double-stage testing plans. An example is a sequential testing plan. In sequential testing plans, the number of seeds or seed pools to be tested is not specified. An individual seed or seed pool is tested. After each sample is tested, the information from all the samples assayed so far is evaluated to determine if the lot can be classified. If the lot cannot be classified, then sample testing continues. The samples continue to be tested until enough information is available to classify the lot. In such schemes, the decision rule is established with respect to the AQL and LQL values prior to testing. Sequential testing plans are not discussed in more detail since the authors expect that they are not practical for most seed lot testing situations.

**Assay system error impact**

All of the testing plans that have been discussed in examples so far have assumed that the assay system false-positive and false-negative error rates are zero. Since this is generally not the case, this section discusses briefly the impact of these error rates on testing plan results. Assay system error rates need to be determined for a given seed pool size before a reliable testing plan using that pool size can be developed.

As one would expect intuitively, the false-negative rate adversely affects consumer’s risk and the false-positive rate adversely affects the producer’s risk. The magnitude of these effects depends on the number of assays and the magnitude of the error rates themselves. Table 2 shows that testing plan 2 has a consumer’s risk of 5%, assuming the error rates are zero. If the false-negative rate for the assay system were really 5%, then the consumer’s risk would increase to 9%. If the false-negative rate were really 10%, then the consumer’s risk would be inflated to 15%. The Appendix contains formulas that incorporate assay errors into testing plans.

In some cases testing plans can be developed that adjust for ‘low’ error rate levels and still maintain reasonable consumer’s and producer’s risks. However, this assumes that these error rates are known. Laboratory testing should be conducted to provide estimates of these error rates before testing seed lots. A ring (multi-laboratory) test may be conducted which involves several testing facilities to obtain some reasonable estimates of false-positive and false-negative rates. Ring tests require substantial resources and effort in order to obtain reasonable estimates of assay error rates.

**Lot impurity estimation**

The primary objective of seed lot acceptance sampling is to classify lots into ‘accept’ or ‘reject’ categories. In this context, estimating the level of impurity in the seed lot is of secondary importance. In seed lot acceptance sampling, the focus is on determining whether the level of impurity in a given seed lot is above or below a given threshold. Seed lot impurity estimation seeks to estimate a realistic range or confidence interval in which the true impurity of the seed lot is found. Note that for seed lot impurity estimation, there is no requirement for a predetermined threshold.

There is a close relationship between seed lot classification and seed lot impurity estimation, which will be discussed using an example. Suppose that a seed producer wishes to guarantee that seed lots sold have less than 2% trait presence with 95% confidence. In seed lot classification, one would simply make the decision to reject or accept the seed lot based on the testing results. If the seed lot is accepted, a statement is made that there is 95% confidence that the true presence of transgenic traits in the seed lot is below 2%. This statement also implies that the upper confidence limit of the estimated impurity is equal to or less than 2%. If, on the other hand, the seed lot impurity estimation was the focus, then seed lot impurity would first be estimated based on the formulas discussed in the Appendix. This estimate is the expected impurity in the seed lot based on testing results. A 95% upper confidence limit for this impurity estimate could then be calculated. The true impurity in the seed lot would be expected to be no worse than this limit with 95% confidence. If the upper confidence limit is above the 2% threshold, then the seed lot is rejected. If the upper confidence interval is below the 2% threshold, then the seed lot is accepted.

The seed purity estimation approach provides more information, since the 95% upper confidence limit is calculated rather than stating whether the upper 95% confidence limit is above or below the 2%
threshold. There may be two seed lots that are both accepted using these accept/reject criteria, so the decision is made that their impurity is below 2%. However, calculating the 95% upper confidence limit may show that one seed lot upper limit was 1.9%, while the other seed lot upper limit was 0.5%. Hence seed lot impurity estimation, although requiring more calculations, yields more information than seed lot classification. Methods for calculating confidence limits for the level of impurity are given in the Appendix.

**Final comments and implementation**

We hope that this paper has given the reader a better understanding of some statistical aspects of seed lot acceptance sampling. The concepts and direction given in this paper can be used to help design appropriate testing plans that minimize the risk to consumers and to seed producers.

A number of different software packages exist that can aid in setting up testing plans. The calculations can be programmed in a spreadsheet application using some existing functions augmented by a few user-defined functions. The authors programmed the formulas from the Appendix into a Microsoft Excel® spreadsheet application for use with the testing plan calculations in this paper, as well as, in practice, to assist clients with designing appropriate testing plans. This spreadsheet can be downloaded from the SeedQuest® website (http://www.seedquest.com/best/spreadsheet). Figure 8 shows Testing plan 2 from Table 2 (modified to include an assay false-negative rate of 1%), to illustrate how this spreadsheet is used. The following testing plan information is entered: testing plan type (double or single stage), number of tested pools (‘# of Batches’), pool size, LQL, AQL and accept/reject criteria. The spreadsheet then calculates the OC curve as well as the producer’s and consumer’s risk at the AQL and LQL, respectively. This spreadsheet also allows the user to enter ‘known’ assay error rates to see their impact on producer’s and consumer’s risk for a given testing plan. A 1% false-negative rate is entered into the spreadsheet for this example to show the impact on the producer’s and consumer’s risks. The risk differences in Table 2 and Fig. 8 for Testing plan 2 can be attributed to the 1% false-negative rate that was input.

The Grain Inspection, Packers and Stockyard Administration (GIPSA) division of USDA has provided a spreadsheet application on their web site that has similar functionality to the spreadsheet that the authors have written. The web site address is http://www.usda.gov/gipsa/biotech/biotech.htm. This application is called Sample Planner and is a Microsoft Excel® spreadsheet. Although this application was written for the grain testing industry; it will still be quite useful for the commercial seed testing industry and seed science researchers. In its current form, this spreadsheet can be used to calculate producer’s confidence (i.e. 1 – producer’s risk) in single-stage testing plans. Also by entering an LQL in place of the AQL, the ‘probability of accepting the AQL’ becomes the consumer’s risk.

The validity of the sampling and testing plan assumptions discussed in this paper are the keys to the validity of the decisions that are made to accept or

![Figure 8. Example of a spreadsheet implementation of formulas in the Appendix. Testing plan 2 in Table 2 is used in this example. A 1% false-negative rate is input for this example.](image-url)
reject seed lots based on purity testing. If these assumptions are violated, the consumer’s risk and/or producer’s risks associated with the decisions may be misleading. Because of their importance, these key assumptions are reiterated here.

- **The purity of the lot is relatively homogeneous across the lot.** Seed lots should be organized so that there is less variability in quality within lots than there is between lots. For example, a single lot should contain seeds from producers in the same geographical area rather than mixing seeds from different areas. Not only does this make the definition of a lot coherent, it makes testing more robust compared to non-simple random sampling.

- **The sample quality characteristics are representative of the lot quality characteristics.** A sampling plan should be used that mimics, as closely as possible, a simple random sampling plan. Also, when seed pools are used in testing plans, the ground flour must be a homogeneous mix so that the aliquot taken for the assay is typical of the characteristics of the whole seed pool.

- **Assay system false-negative and false-positive rates are relatively low.** The validity of this assumption needs to be considered carefully. For example, testing plans that have particularly large seed pools may have unacceptably high false-negative rates. Very sensitive testing methods, such as those based on polymerase chain reaction (PCR), which has the potential to amplify DNA targets up to 1 billion-fold, are susceptible to generating false-positive results. The presence of trace levels of deviant seeds from other sources, either in the samples or in a testing laboratory, could also carry the specific target intended to be identified in certain PCR assays and cause a false-positive test result (e.g. viral and bacterial contamination in seeds cross-reacting with 35S promoter PCR tests). Error rates should be quantified empirically, with adjustments made to the testing plan to compensate for these error rates and still maintain acceptable producer’s and consumer’s risks.

### Appendix

This section contains the formulas that are used to calculate producer’s and consumer’s risks for the seed testing plans discussed in this paper. Formulas for estimating lot impurity based on the sampling and testing results are also given for single-stage sampling plans for the case of testing individual seeds as well as seed pools.

If a seed lot is large relative to the number of seeds that are tested from the lot (i.e. tested seed is less than 10% of the lot), then the number of deviant individual seeds or deviant seed pools in a sample taken from this lot has a binomial distribution with parameters \( n \) and \( p_b \), where \( n \) is the number of individual seeds or seed pools tested and \( p_b \) is the probability that an individual seed or seed pool is deviant. The probability calculations used in this application are based on standard lot acceptance sampling techniques using the binomial distribution. These basic lot acceptance sampling methods have been used in industry for many years. Montgomery (1997) is one of many textbooks that contains a discussion of acceptance sampling plans. The acceptance sampling approach outlined in this reference is extended in this paper to include: (1) testing seed pools rather than individual seeds only, and (2) incorporating assay system error rates (i.e. false-positive and false-negative rates) into the calculation of consumer’s and producer’s risks for seed testing plans.

A few parameters need to be defined before the risk formulas can be derived: \( p \) is the true unknown impurity in the seed lot; \( n \), the number of individual seeds or seed pools to be tested; \( m \), the number of individual seeds in a seed pool (if seeds are tested individually, then \( m = 1 \)); \( \delta \), the false-positive rate of the assay method; and \( \lambda \), the false-negative rate of the assay method.

The probability that there is at least one deviant seed in a given seed pool or batch is equal to 1 minus the probability that there are no deviant seeds in the pool (\( P \)). This probability is calculated as a function of \( p \) and \( m \) as

\[
p_b = 1 - P = 1 - (1 - p)^m.
\]

The parameter \( p_b \) gives the probability that a given seed pool is a true deviant (i.e. true positive). Note that if \( m \) is equal to 1 (the case of individual seed testing), then \( p_b \) is equal to \( p \). When independent seed pools are used in a testing plan, the number of deviant seed pools follows a binomial distribution with parameters \( n \) and \( p_b \). This formulation takes into consideration the limitation of the qualitative nature of the assaying systems presently used to test seeds, such as event-specific PCR (i.e. the method can only detect the presence of one or more deviant seeds in the pool). This limitation will likely change in the future.

The remainder of the discussion in this appendix will present formulas for testing seed pools. However, if individual seeds are tested, these formulas can be used by taking \( m = 1 \).

The impact of assay method false-positive and false-negative rates on the consumer’s and producer’s risks must be considered. The parameter \( p_a \) is defined to be equal to the probability that a given seed pool tests deviant (i.e. tests positive) using the assay method. Note that even though a seed pool tests deviant, it may not necessarily be a true deviant when the values of \( \delta \) and \( \lambda \) are non-zero. The parameter \( p_a \)
can be expressed as a function of the false-negative and false-positive rates as:
\[
p_a = P(\text{test deviant}) = P(\text{true deviant}) + P(\text{false deviant}) \\
= P((\text{test deviant} \cap \text{deviant})) + P((\text{test deviant} \cap \text{not deviant})) \\
= P(\text{test deviant | deviant})P(\text{deviant}) + P(\text{test deviant | not deviant})P(\text{not deviant}) \\
= (1 - \lambda)p_b + \delta(1 - p_b)
\]

Single-stage testing plans

Two quantities that still need to be defined in order to calculate the consumer’s and producer’s risks for a single stage-testing plan are \( c \), the maximum number of seed pools that can test deviant and result in acceptance of the seed lot, and \( d \), the observed number of seed pools that test deviant from a sampled seed lot.

The reader may refer to the section of this paper on seed lot testing uncertainty to review the definitions for LQL, AQL, consumer’s risk and producer’s risk, which are used in the formulas that follow. Here the LQL and AQL are written in terms of impurity level \((1 - \text{purity level})\). The probability that a lot will be accepted given its true lot impurity level \((p)\) is at the LQL, \( \delta \) and \( \lambda \) is given by

\[
P(\text{Accept Lot}|p = \text{LQL}, \delta, \lambda) = P(d \leq c|p = \text{LQL}, \delta, \lambda)
= \sum_{i=0}^{c} \binom{n}{i} p_a^i (1 - p_a)^{n-i}.
\]

This is the formula used to calculate the consumer’s risk for single-stage sampling plans. In this formula and the formulas that follow, it is helpful to remember that \( p_a \), the probability that a seed pool tests deviant, is a function of \( p \) (the underlying lot impurity), \( m \) (the number of seeds in a pool), and the false-positive and negative rates of the assay method. Note that testing plans using seed pooling \((m > 1)\) are useful for testing for unintended events only, since all assay systems presently used are qualitative.

The probability that a lot is rejected given that its true lot impurity level \((p)\) is at the AQL, \( \delta \) and \( \lambda \) is given by

\[
P(\text{Reject Lot}|p = \text{AQL}, \delta, \lambda) = P(d > c|p = \text{AQL}, \delta, \lambda)
= \sum_{i=c+1}^{\infty} \binom{n}{i} p_a^i (1 - p_a)^{n-i}.
\]

This is the formula used to calculate the producer’s risk for single stage sampling plans.

Double-stage testing plans

The calculation of producer’s and consumer’s risks becomes somewhat more complicated for double-stage testing plans than for single-stage testing plans. There are a few additional terms that must be defined before probability calculations can be made for this type of testing plan. They are: \( n_v \), the number of independent seed pools to be tested in the first stage of a double-stage testing plan; \( n_{2y} \), the number of independent seed pool samples to be tested in the second stage of a double-stage testing plan; \( c_v \), the maximum number of allowable deviant seed pools for acceptance of the seed lot in the first stage of a two-stage testing plan; \( c_{2y} \), the number of deviant seed pools that, if exceeded in the first stage, will result in rejection of the seed lot; \( c_y \), the maximum number of allowable deviant seed pools in the first and second stages combined for acceptance of the seed lot in the second stage; \( d_v \), the number of deviant seed pools in the first stage of sampling; and \( d_{2y} \), the number of deviant seed pools in the second stage of sampling.

In most seed testing situations and in this paper, we let \( n_v \) be strictly greater than \( c_y \). There are some double-stage testing situations where \( c_y \) is greater than \( n_v \), such as the case when seed lots are not allowed to be rejected in the first stage. To calculate the producer’s and consumer’s risks associated with a double-stage testing plan, there are a few intermediate probability calculations that must first be made. The probability of accepting a lot with impurity level \( p \), false-positive rate \( \delta \), and false-negative rate \( \lambda \) in the first stage of sampling is equal to

\[
P(d_v \leq c_v) = \sum_{i=0}^{c_v} \binom{n_v}{i} p_a^i (1 - p_a)^{n_v-i}.
\]

The probability of rejecting a lot with impurity level \( p \), false-positive rate \( \delta \), and false-negative rate \( \lambda \) in the first stage of testing is equal to

\[
P(d_v > c_v) = \sum_{i=c_v+1}^{n_v} \binom{n_v}{i} p_a^i (1 - p_a)^{n_v-i}.
\]

The probability that there needs to be a retest of a lot with impurity level \( p \) (i.e. go to the second stage of testing) is equal to

\[
P(c_v < d_v \leq c_{2y}) = \sum_{i=c_v}^{c_{2y}} \binom{n_v}{i} p_a^i (1 - p_a)^{n_v-i}.
\]

The probability of accepting a seed lot in the second stage of sampling is equal to the probability of retesting and accepting the seed lot in the second stage of sampling. Since these two events are not independent, the simple product of these two
probabilities cannot be taken. The correct probability of accepting a seed lot in the second stage of sampling is equal to

\[ P(\{c_1 < d_1 \leq c_2\} \text{ AND } \{d_1 + d_2 \leq c_3\}) \]

= \sum_{i=c_1+1}^{c_2} P(d_1 = i)P(d_1 + d_2 \leq c_3|d_1 = i)

= \sum_{i=c_1+1}^{c_2} \left( \frac{n_1}{i} p_a^{i} (1-p_a)^{n_1-i} \right) \times \left( 1 - \sum_{j=0}^{c_2-i} \left( \frac{n_2}{j} p_a^{j} (1-p_a)^{n_2-j} \right) \right).

Each element of the grand sum above is the probability of seeing no more than \(c_3 - i\) deviants in the second stage sample, given that exactly \(i\) deviant seed pools are observed in the first stage of sampling, multiplied by the probability of seeing exactly \(i\) deviant seed pools in the first stage. Since we are focusing attention only on two-stage designs that have a single rejection threshold, \(c_2\) the quantity \(c_3\) will be set equal to \(c_2\) in the sequel.

The probability of rejecting a seed lot in the second stage of testing is equal to the probability of retesting the lot and rejecting it in the second stage. This probability can also be expressed as

\[ P(\{c_1 < d_1 \leq c_2\} \text{ AND } \{d_1 + d_2 > c_2\}) \]

= \sum_{i=c_1+1}^{c_2} \left( \frac{n_1}{i} p_a^{i} (1-p_a)^{n_1-i} \right) \times \left( 1 - \sum_{j=0}^{c_2-i} \left( \frac{n_2}{j} p_a^{j} (1-p_a)^{n_2-j} \right) \right).

Using the above probabilities for two-stage testing plans, the producer’s and consumer’s risk probabilities can be calculated. The producer’s risk, or the probability that the seed lot is rejected given that the true impurity (\(p\)) is at the AQL (and given \(\delta\) and \(\lambda\)), in a two-stage testing plan is equal to

\[ P(\text{Reject Lot}| p = \text{AQL}, \delta, \lambda) \]

\[ = P(\{d_1 > c_2 \text{ OR } d_1 + d_2 > c_2\}| p = \text{AQL}, \delta, \lambda) \]

\[ = P(d_1 > c_2) + P(\{c_1 < d_1 \leq c_2\} \text{ AND } \{d_1 + d_2 > c_2\}| p = \text{AQL}, \delta, \lambda). \]

The consumer’s risk, or the probability of accepting the seed lot given that the true impurity (\(p\)) is at the LQL, in a two-stage testing plan is equal to

\[ P(\text{Accept Lot}| p = \text{LQL}, \delta, \lambda) \]

\[ = P(\{d_1 \leq c_1 \text{ OR } d_1 + d_2 \leq c_2\}| p = \text{LQL}, \delta, \lambda) \]

\[ = P(d_1 \leq c_1) + P(\{c_1 < d_1 \leq c_2\} \text{ AND } \{d_1 + d_2 \leq c_2\}| p = \text{LQL}, \delta, \lambda). \]

Lot impurity estimation

Although the primary objective of seed lot acceptance sampling is to classify lots, estimating the lot impurity and putting confidence limits on this estimate are often desired. Formulas for the lot impurity estimates will first be derived, followed by the associated formulas for the confidence intervals.

If individual seeds are tested (\(m = 1\)), then the estimate of lot impurity is simply calculated as

\[ \hat{p} = \frac{d}{n}. \]

An approximate \((1 - \alpha) \times 100\) per cent upper confidence limit for lot impurity can be calculated using the equation

\[ \hat{p}_{\text{UL}} = \frac{(d + 1)F_{1-\alpha, 2d + 2, 2n - 2d}}{(n - d) + (d + 1)F_{1-\alpha, 2d + 2, 2n - 2d}}. \]

when individual seeds are tested. The quantity \(F\) is the \(1 - \alpha\) quantile from an F-distribution with \(2d + 2\) and \(2n - 2d\) degrees of freedom. This equation comes from Johnson et al. (1993).

If \(m > 1\), then \(\hat{p}\) is an estimate of the proportion of deviant seed pools in the lot, rather than an estimate of the lot impurity. Recall from the earlier discussion that the probability a given seed pool is deviate is equal to

\[ p_b = 1 - (1 - p)^m. \]

An estimate of \(p_b\) is given by

\[ \hat{p}_b = \frac{d}{n}. \]

The two previous equations can be set equal to each other to yield

\[ \frac{d}{n} = 1 - (1 - p)^m. \]

This equation can be solved for \(p\) to give the following estimate for lot impurity when seed pooling is used, giving

\[ \hat{p} = 1 - \left(1 - \frac{d}{n}\right)^{\frac{1}{m}}. \]
An approximate $1 - \alpha \times 100$ per cent upper confidence interval for lot impurity can be calculated by modifying the previous confidence limit to take into consideration seed pooling as

$$\hat{p}_{UL} = 1 - \left(1 - \frac{(d+1)F_{1-\alpha,2d+2,2n-2d}}{(n-d)+(d+1)F_{1-\alpha,2d+2,2n-2d}}\right)^{\frac{1}{m}}$$

with the same F-distribution as stated for the individual seed testing case.

For two-stage plans, conventional calculations for an upper bound for the level of impurity are considerably more complex than is appropriate here. Fortunately there exists an extremely simple alternative based on a Bayesian approach with a uniform prior distribution (Lindley, 1970). This approach gives essentially the same results as the more complex conventional bound. This general $1 - \alpha \times 100$ per cent upper Bayesian confidence interval for lot impurity is given by

$$\hat{p}_{UL} = 1 - \left[1 - Be_{1-\alpha,d,n-d}\right]^{\frac{1}{m}}$$

where the quantity $Be$ is the $1 - \alpha$ quantile from a beta distribution with parameters $d$ and $n - d$. In this case, however, $n$ and $d$ are the total number of seeds tested and number of deviants, respectively, from all stages tested. Functions for the quantiles for both the F and the beta distributions are provided in most statistical and spreadsheet programs.
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